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Abstract

Flexible modelling of random effects in linear mixed models has attracted some attention recently. Following Verbeke and Lesaffre (1996), we propose the use of finite skew-normal mixtures which includes the finite normal mixtures as a special case and provides flexibility in capturing a broad range of non-normal behavior, controlled by a tuning parameter that controls the skewness of the mixture components. Likelihood based inference is adopted since the marginal likelihood may be expressed in closed form and an EM algorithm for maximum likelihood estimation is developed which results in an analytically tractable maximization step. In addition, we offer a general information-based method for obtaining the asymptotic covariance matrix of maximum likelihood estimates. Numerical results on simulated and real data sets are provided to demonstrate the usefulness of the proposed methodology.
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1 Introduction

Traditionally, the random effects in linear mixed models (LMM) are assumed to follow a multivariate Gaussian distribution for mathematical convenience. Although some studies suggest that inference on fixed effects may be robust to non-normality of random effects (Verbeke and Lesaffre, 1997), there are also findings of inconsistencies in fixed and random effects estimations under misspecification of random effects distributions (Neuhaus et al., 1992). Moreover, modelling the random effects with less restrictive distributional assumptions may provide important insights. A skewed or even multimodal random effect may indicate exclusion of important factors and suggest improvements in model settings. Thus, considerable interest has focused on relaxing the normality assumption and jointly estimating the random effects distribution and model parameters. Examples, in nonparametric or semi-parametric estimations of the random effects include, the discrete nonparametric MLE (Laird, 1978; Lindsay, 1983), the smooth nonparametric MLE (Magder and Zeger, 1996) and predictive recursive estimation (Tao et al., 1999). From a parametric point of view Verbeke and Lesaffre (1996) use a mixture of normals via EM algorithm, Ma et al. (2004) consider a generalized flexible skew–elliptical distribution for the random effects density. Arellano–Valle et al. (2005), Lin and Lee (2008) and Lachos et al. (2007) proposed a skew–normal linear mixed model (SN–LMM) based on multivariate skew-normal (SN) distribution introduced by Azzalini and Dalla–Valle (1996). More recently, Lachos et al. (2010) propose the skew-normal/independent linear mixed model and Ho and Hu (2008) propose the use of finite
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In this paper, we provide a flexible hierarchical mixture modeling framework for the random effects and the model errors using the multivariate skew-normal distribution. In particular, we assume a finite mixture of skew-normal (FM-SN) distributions for the random effects and a normal distribution for the within–subject errors. Together, the observed responses follow a FM-SN distribution and define what we call finite mixture of skew–normal linear mixed models (FM–SNLMM). The marginal density of the observed quantities is obtained analytically by integrating out the random effects, leading to an observed (marginal) likelihood function. The hierarchical representation of the proposed model makes possible the implementation of an efficient EM–type algorithm for carrying out maximum likelihood estimation. The EM algorithm for FM–SNLMM presented here has analytically tractable E and M steps.

2 The Model and Main Notation

2.1 Preliminaries

In this section we present the skew-normal distribution and some interesting properties. We say that a $p \times 1$ random vector $Y$ follows a SN-distribution with $p \times 1$ location vector $\mu$, $p \times p$ positive definite dispersion matrix $\Sigma$ and $p \times 1$ skewness parameter vector $\lambda$, and we write $Y \sim SN_p(\mu, \Sigma, \lambda)$, if its probability density function (pdf) is given by

$$f(y) = 2\phi_p(y; \mu, \Sigma)\Phi(\lambda^\top\Sigma^{-1/2}(y - \mu)), \quad (1)$$

where $\phi_p(.; \mu, \Sigma)$ stands for the pdf of the $p$–variate normal distribution with mean vector $\mu$ and covariance matrix $\Sigma$, $N_p(\mu, \Sigma)$ say, and $\Phi(.)$ represents the cumulative distribution function (cdf) of the standard univariate normal distribution.

2.2 Skew-normal mixture random effects

As in Ho and Hu (2008), we consider a two stages linear mixed model that incorporates a finite mixture model of SN distributions within the family defined in (1). The model can be written as

$$Y_i | b_i \sim N_{n_i}(X_i\beta + Z_i b_i, \sigma^2_e I_{n_i}), \quad (2)$$

$$b_i \sim \sum_{k=1}^{G} w_k SN_q(\nu_k, D_k, \lambda_k), \quad (3)$$

where $i = 1, \ldots, n$, $k = 1, \ldots, G$, $\nu_k = k_1\Delta_k + \mu_k$, $Y_i$ is a $(n_i \times 1)$ vector of observed continuous responses for sample unit $i$, $X_i$ of dimension $(n_i \times p)$ is the design matrix corresponding to the fixed effects, $\beta$ of dimension $(p \times 1)$ is a vector of population-averaged regression coefficients called fixed effects, $Z_i$ of dimension $(n_i \times q)$ is the design matrix corresponding to the $(q \times 1)$ random effects vector $b_i$. At the second stage given by (3), a finite mixture model with G multivariate skew-normal components is used to describe the population distribution. The weight $w_k$ are nonnegative number summing to one, denoting the relative size of each mixing component (subpopulation), $\mu_k \in \mathbb{R}^q$ is the mean vector, $D_k \in \mathbb{R}^{q \times q}$ is the positive definite scale matrix.
that depend on unknown and reduced parameters \( \alpha_k \) and \( \lambda_k \in \mathbb{R}^q \) is skewness vector. Letting \( \theta \) represent the collection of parameters \( \{\beta, \sigma_v^2, \theta^k, k = 1, \ldots, G\} \), with \( \theta^k = (w_k, \mu_k, \alpha_k, \lambda_k) \), the population problem involves estimating the overall data likelihood \( L \) with respect to \( \theta \). Under the i.i.d. assumption of individual parameters \( b_i \) and the result of Proposition 1 given in Lachos et al. (2007), the log-likelihood function for \( \theta \) given the observed sample \( y = (y_1^T, \ldots, y_n^T)^T \) is given by

\[
\ell(\theta|y) = \sum_{i=1}^n \log \left\{ \sum_{k=1}^G w_k 2 \phi_{n_i}(y_i|X_i\beta + Z_i\nu_k, \Psi_{ik}) \Phi_1 \left( \tilde{\lambda}_{ik}^{-1/2}(y_i - X_i\beta - Z_i\nu_k) \right) \right\},
\]

(4)

where \( \Psi_{ik} = \sigma_v^2 I_{n_i} + Z_i D_k Z_i^\top, \tilde{\lambda}_{ik} = \frac{\Psi_{ik}^{-1/2} D_k^{1/2} \lambda_k}{\sqrt{1 + \lambda_k^\top D_k^{-1/2} \Lambda_{ik} D_k^{-1/2} \lambda_k}} \) and \( \Lambda_{ik} = (D_k^{-1} + \sigma_v^{-2} Z_i^\top Z_i)^{-1}, \) i.e., each \( y_i \) is distributed as \( \text{SN}_k \) with respect to \( \text{SN}_k \), for \( i = 1, \ldots, n \).

**Remarks:**

i) Note that, finite mixture models on the random effects can be used to provide flexible parametric density estimation of the random effects and also to flexible modeling of heterogeneous data with asymmetric behavior. Skew-normal mixture is especially attractive due to the mathematical tractability and its hierarchical Gaussian nature. In a likelihood based context, it means that we can construct a efficient EM algorithm to maximum likelihood estimation as will be seen in the next section.

ii) When \( \lambda_k = 0 \), for \( k = 1, \ldots, G \), the FMSN–LMM reduces to the heterogeneous FM-LMM proposed by Verbeke and Lesaffre (1996) and Ho and Hu (2008) since

\[
y_i \overset{\text{ind}}{\sim} \sum_{k=1}^G w_k SN_{n_i}(X_i\beta + Z_i\mu_k, \Psi_{ik}, \tilde{\lambda}_{ik}),
\]

for \( i = 1, \ldots, n \).

3 Solution via the EM algorithm

With the inclusion of allocation variables \( z_i = (Z_{i1}, \ldots, Z_{iG})^\top \) and latent variables \( t_i^s, i = 1, \ldots, n \), (see Cabral et al., 2009) the hierarchical representation of (2)-(3) is given by

\[
\begin{align*}
Y_i|b_i, z_{ik} & = 1 \overset{\text{ind}}{\sim} N_{n_i}(X_i\beta + Z_i b_i, \sigma_v^2 I_{n_i}), \quad (5) \\
b_i|T_i = t_i, z_{ik} & = 1 \overset{\text{ind}}{\sim} N_q(\mu_k + \Delta_k t_i, \Gamma_k), \quad (6) \\
T_i|z_{ik} & = 1 \overset{\text{ind}}{\sim} TN(k_1, 1)I(k_1, \infty), \\
z_i & \sim M(1; w_1, \ldots, w_G), \quad (7)
\end{align*}
\]

\( i = 1, \ldots, n, k = 1, \ldots, G, \) all independent, where \( \Delta_k = D_k^{1/2} \delta_k, \Gamma_k = D_k - \Delta_k \Delta_k^\top, \delta_k = \lambda_k/(1 + \lambda_k^\top \lambda_k)^{1/2}, M(1; w_1, \ldots, w_G) \) denotes the multinomial distribution and \( TN(r, s)I(a, b) \) and denotes the truncated univariate normal distribution on \( (a, b) \), with parameters values in parenthesis before truncation. The "complete" data are then represented by \( \mathbf{Y}_c = \{(Y_i^T, b_i^T, z_{i}^T, t_i)\}^\top, i = 1, \ldots, n \) with \( \{b_i, z_i, t_i\} \) representing the "missing" data.

The algorithm starts with \( \hat{\theta}^{(0)} \) and moves from \( \hat{\theta}^{(r)} \) to \( \hat{\theta}^{(r+1)} \) at the \( r \)-th iteration. At the E-step, define

\[
Q(\theta|\hat{\theta}^{(r)}) = E\{\log L_c(\theta)|\mathbf{Y}, \hat{\theta}^{(r)}\},
\]
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where $L_c(\theta)$ is the complete data likelihood given by

$$
\log L_c(\theta) = \sum_{i=1}^{n} \sum_{k=1}^{G} z_{ik} \log w_k f(Y_i, b_i, t_i | \beta, \sigma^2, D_k, \mu_k, \lambda_k).
$$

Letting $\gamma_{ik}^{(r)} = E[Z_{ik}^r | y_i, \hat{\theta}^{(r)}], \hat{b}_{ik}^{(r)} = E[b_i | \hat{\theta}^{(r)}], y_i, z_{ik} = 1], \hat{\Omega}_{ik}^{(r)} = \text{Cov}[b_i | \hat{\theta}^{(r)}], y_i, z_{ik} = 1], \hat{i}_{ik}^{(r)} = E[T_i | \hat{\theta}^{(r)}], y_i, z_{ik} = 1], \hat{t}_{ik}^{(r)} = E[T_i^2 | \hat{\theta}^{(r)}], y_i, z_{ik} = 1] \text{ and } \hat{t} b_{ik} = E[T_i b_i | \hat{\theta}^{(r)}], y_i, z_{ik} = 1].$

Thus, given the current estimate $\hat{\theta} = \hat{\theta}^{(r)}$, the E-step is given by

$$Q(\theta | \hat{\theta}^{(r)}) = Q_1(\omega | \hat{\theta}^{(r)}) + Q_2(\sigma^2, \beta | \hat{\theta}^{(r)}) + Q_3(\theta^k | \hat{\theta}^{(r)}),$$

with

$$Q_1(\omega | \hat{\theta}^{(r)}) = \sum_{i=1}^{n} \sum_{k=1}^{G} z_{ik}^{(r)} \log(w_i),$$

$$Q_2(\sigma^2, \beta | \hat{\theta}^{(r)}) = -\frac{1}{2} \sum_{i=1}^{n} \sum_{k=1}^{G} z_{ik}^{(r)} \{\omega_i \log(\sigma^2_{ik})

+ 1 \sigma_{ik}^{(r)} (y_i - X_i \beta - Z_i \hat{b}_{ik}^{(r)})^\top (y_i - X_i \beta - Z_i \hat{b}_{ik}^{(r)}) + \text{tr}(\sigma_{ik}^2 Z_i \hat{\Omega}_{ik}^{(r)} Z_i^\top)\},$$

$$Q_3(\theta^k | \hat{\theta}^{(r)}) = -\frac{1}{2} \sum_{i=1}^{n} \sum_{k=1}^{G} z_{ik}^{(r)} \{\log |\Gamma_k| + \text{tr} \left( \Gamma_k^{-1} \hat{\Omega}_{ik}^{(r)} + \hat{b}_{ik}^{(r)} \hat{b}_{ik}^{(r)\top}\right)

- 2 \hat{b}_{ik}^{(r)\top} \Delta_k \mu_k - 2 \hat{t} b_{ik}^{(r)\top} \Delta_k \Delta_k^\top + \hat{t}^2_{ik} \Delta_k^\top + \mu_k \mu_k^\top\},$$

where by Bayes’ Theorem,

$$z_{ik}^{(r)} = \frac{\hat{w}_{ik}^{(r)} 2 \phi_n(y_i | X_i \hat{\beta}_{ik}^{(r)} + Z_i \hat{b}_{ik}^{(r)}, \hat{\Psi}_{ik}^{(r)}) \Phi \left( \hat{\lambda}_{ik}^{(r)} \hat{\Psi}_{ik}^{(k)-1/2} (y_i - X_i \hat{\beta}_{ik}^{(r)} - Z_i \hat{\nu}_{ik}^{(r)}) \right)}{\sum_{k=1}^{G} \hat{w}_{ik}^{(r)} 2 \phi_n(y_i | X_i \hat{\beta}_{ik}^{(r)} + Z_i \hat{b}_{ik}^{(r)}, \hat{\Psi}_{ik}^{(r)}) \Phi \left( \hat{\lambda}_{ik}^{(r)} \hat{\Psi}_{ik}^{(k)-1/2} (y_i - X_i \hat{\beta}_{ik}^{(r)} - Z_i \hat{\nu}_{ik}^{(r)}) \right)},$$

and from Lachos et al. (2007)

$$\gamma_{ik}^{(r)} = \gamma_{ik}^{(r)} + \omega_{ik}^{(r)} \mu_{ik}^T,$$

$$\hat{\gamma}_{ik}^{(r)} = \gamma_{ik}^{(r)} + \omega_{ik}^{(r)} \mu_{ik}^T,$$

$$\gamma_{ik}^{(r)} = \gamma_{ik}^{(r)} + \omega_{ik}^{(r)} \mu_{ik}^T,$$

$$\gamma_{ik}^{(r)} = \gamma_{ik}^{(r)} + \omega_{ik}^{(r)} \mu_{ik}^T,$$

$$\gamma_{ik}^{(r)} = \gamma_{ik}^{(r)} + \omega_{ik}^{(r)} \mu_{ik}^T,$$

$$\gamma_{ik}^{(r)} = \gamma_{ik}^{(r)} + \omega_{ik}^{(r)} \mu_{ik}^T,$$

where, omitting the supraindex $(r), \hat{\lambda}_{ik}^{(r)} = [1 + \Delta_k^\top Z_i^\top (\sigma_{ik}^2 I_{ni} + Z_i \Gamma_k Z_i^\top)^{-1} Z_i \Delta_k]^{-1}, \hat{\mu}_{ik} = M_{ik}^{(r)\top} \Delta_k Z_i \hat{\lambda}_{ik}^{(r)} (\sigma_{ik}^2 I_{ni} + Z_i \Gamma_k Z_i^\top)^{-1} (y_i - X_i \hat{\beta}_{ik} - Z_i \hat{\mu}_{ik}), T_{ik}^{(r)} = [\hat{\Gamma}_k^{-1} + \sigma_{ik}^2 Z_i^\top Z_i^{-1} \hat{\Gamma}_k^{-1} \hat{\Gamma}_k Z_i^\top Z_i^{-1}] \hat{\Gamma}_k = \mu_k + \sigma_{ik}^2 T_{ik}^{(r)} Z_i^\top (y_i - X_i \hat{\beta}_{ik} - Z_i \hat{\mu}_{ik}), \hat{\lambda}_{ik} = (I_{ni} - \sigma_{ik}^2 T_{ik}^{(r)} Z_i^\top Z_i) \Delta_k.$
Then the EM algorithm for ML estimation of $\theta$ is implemented as follows:

**E-step:** Given $\theta = \hat{\theta}^{(r)}$, compute $B_{ik}^{(r)}$, $\Omega_{ik}^{(r)}$, $\gamma_{ik}^{(r)}$, $\ell_{ik}^{(r)}$, $tb_{ik}^{(r)}$, for $i = 1, \ldots, n$ and $k = 1, \ldots, G$.

**CM-step:** Update $\theta^{(r+1)}$ by maximizing $Q(\theta|\hat{\theta}^{(r)})$ over $\theta$, which leads to the closed form expressions (omitted in this summary).

**The observed information matrix**

We let $J_o(\theta|y) = -\partial^2 \ell(\theta|y)/\partial \theta \partial \theta^\top$ be the observed information matrix for the FM-SNLMM defined in (2)-(3). Under some regularity conditions, the covariance matrix of ML estimates $\hat{\theta}$ can be approximated by the inverse of $J_o(\theta|y)$. We follow Basford et al. (1997) to provide an information-based method to obtain the asymptotic covariance of ML estimates of the FM-SNLMM parameters. Thus we define by

$$J_o(\theta|y) = \sum_{i=1}^n \hat{s}_i \hat{s}_i^\top$$  \hspace{1cm} (9)

the observed information matrix, where $\hat{s}_i = \partial \ell(\theta|y)/\partial \theta|_{\theta = \hat{\theta}}$, with $\ell(\theta|y)$ as in (4). We can consider now the vector $\hat{s}_i$ partitioned into components corresponding with all parameters in $\theta$ as

$$\hat{s}_i = (\hat{s}_{i,\beta}, \hat{s}_{i,\sigma_1^2}, \hat{s}_{i,\mu_1}, \ldots, \hat{s}_{i,\mu_G}, \hat{s}_{i,\alpha_1}, \ldots, \hat{s}_{i,\alpha_Q}, \hat{s}_{i,\lambda_1}, \ldots, \hat{s}_{i,\lambda_G}, \hat{s}_{i,\omega_1}, \ldots, \hat{s}_{i,\omega_{G-1}})^\top,$$

where $\alpha = (\alpha_1, \ldots, \alpha_Q)^\top$, $Q = 2(q+1)/2$, are the elements of non-structured matrix $D_{ik}^{1/2} \equiv F_k$ and $s_{ij} = \partial \ell(\theta)/\partial \theta_j$, $j = 1, \ldots, K$, $K = p + G + 2qG + QG$.

where

$$f_i(y_i|\theta_{ik}) = 2\phi_m(y_i|X_i\beta + Z_i\nu_k, \Psi_{ik})\Phi_1 \left( X_i^\top \Psi_{ik}^{-1/2}(y_i - X_i\beta - Z_i\nu_k) \right),$$

the score functions
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